Computer Price Prediction using Stepwise Linear Regression & Feature Selection

libraries <- c(‘MASS’,‘leaps’, ‘FNN’) # install.packages(libraries)

# Loading dataframe

c\_prices <- read.csv("C:/Users/Arup/Documents/DS\_ComputerConfigure.csv",stringsAsFactors = FALSE)   
str(c\_prices)

## 'data.frame': 6259 obs. of 11 variables:  
## $ X : int 1 2 3 4 5 6 7 8 9 10 ...  
## $ price : int 1499 1795 1595 1849 3295 3695 1720 1995 2225 2575 ...  
## $ speed : int 25 33 25 25 33 66 25 50 50 50 ...  
## $ hd : int 80 85 170 170 340 340 170 85 210 210 ...  
## $ ram : int 4 2 4 8 16 16 4 2 8 4 ...  
## $ screen : int 14 14 15 14 14 14 14 14 14 15 ...  
## $ cd : chr "no" "no" "no" "no" ...  
## $ multi : chr "no" "no" "no" "no" ...  
## $ premium: chr "yes" "yes" "yes" "no" ...  
## $ ads : int 94 94 94 94 94 94 94 94 94 94 ...  
## $ trend : int 1 1 1 1 1 1 1 1 1 1 ...

# Numerizing the Dataset

c\_prices<-c\_prices[-1]  
  
c\_prices[which(c\_prices$cd == "no"),]$cd <- 0; c\_prices[which(c\_prices$cd == "yes"),]$cd <- 1  
c\_prices[which(c\_prices$multi == "no"),]$multi <- 0; c\_prices[which(c\_prices$multi == "yes"),]$multi <- 1  
c\_prices[which(c\_prices$premium == "no"),]$premium <- 0; c\_prices[which(c\_prices$premium == "yes"),]$premium <- 1  
  
  
c\_prices$cd<-as.integer(c\_prices$cd)  
c\_prices$multi<-as.integer(c\_prices$multi)  
c\_prices$premium<-as.integer(c\_prices$premium)  
  
head(c\_prices)

## price speed hd ram screen cd multi premium ads trend  
## 1 1499 25 80 4 14 0 0 1 94 1  
## 2 1795 33 85 2 14 0 0 1 94 1  
## 3 1595 25 170 4 15 0 0 1 94 1  
## 4 1849 25 170 8 14 0 0 0 94 1  
## 5 3295 33 340 16 14 0 0 1 94 1  
## 6 3695 66 340 16 14 0 0 1 94 1

# Feature (Attribute) Selection using Forward Stepwise Regression

library(MASS) # stepwise regression

## Warning: package 'MASS' was built under R version 4.1.3

full <- lm(price ~ speed + hd + ram + screen + cd + multi + premium + ads + trend, data=c\_prices)  
null <- lm(price~1,data=c\_prices)  
  
stepF <- stepAIC(null, scope=list(lower=null, upper=full), direction= "forward", trace=TRUE)

## Start: AIC=79670.73  
## price ~ 1  
##   
## Df Sum of Sq RSS AIC  
## + ram 1 818690431 1292340953 76601  
## + hd 1 390797865 1720233519 78391  
## + speed 1 191231639 1919799745 79078  
## + screen 1 185011960 1926019424 79099  
## + trend 1 84430224 2026601160 79417  
## + cd 1 82212838 2028818546 79424  
## + premium 1 13746829 2097284555 79632  
## + ads 1 6279607 2104751777 79654  
## <none> 2111031384 79671  
## + multi 1 585323 2110446061 79671  
##   
## Step: AIC=76601.3  
## price ~ ram  
##   
## Df Sum of Sq RSS AIC  
## + trend 1 317046568 975294385 74842  
## + premium 1 90928941 1201412013 76147  
## + ads 1 61377109 1230963845 76299  
## + screen 1 60765788 1231575165 76302  
## + speed 1 53523313 1238817640 76339  
## + hd 1 15618983 1276721971 76527  
## + cd 1 14990800 1277350154 76530  
## + multi 1 4280755 1288060198 76583  
## <none> 1292340953 76601  
##   
## Step: AIC=74841.57  
## price ~ ram + trend  
##   
## Df Sum of Sq RSS AIC  
## + speed 1 219800193 755494193 73245  
## + screen 1 107619693 867674692 74112  
## + premium 1 95496579 879797806 74199  
## + hd 1 70850709 904443676 74372  
## + cd 1 9234744 966059642 74784  
## + ads 1 8402231 966892154 74789  
## + multi 1 2706117 972588268 74826  
## <none> 975294385 74842  
##   
## Step: AIC=73245.23  
## price ~ ram + trend + speed  
##   
## Df Sum of Sq RSS AIC  
## + premium 1 121458788 634035405 72150  
## + screen 1 78678269 676815924 72559  
## + hd 1 44107493 711386700 72871  
## + ads 1 17590316 737903876 73100  
## + cd 1 5471868 750022325 73202  
## + multi 1 2685619 752808574 73225  
## <none> 755494193 73245  
##   
## Step: AIC=72150.23  
## price ~ ram + trend + speed + premium  
##   
## Df Sum of Sq RSS AIC  
## + screen 1 72874490 561160915 71388  
## + hd 1 58613852 575421553 71545  
## + cd 1 17368943 616666462 71978  
## + multi 1 9176056 624859350 72061  
## + ads 1 8152702 625882703 72071  
## <none> 634035405 72150  
##   
## Step: AIC=71388.02  
## price ~ ram + trend + speed + premium + screen  
##   
## Df Sum of Sq RSS AIC  
## + hd 1 54901344 506259571 70746  
## + cd 1 18110557 543050358 71185  
## + multi 1 11282896 549878019 71263  
## + ads 1 8883646 552277269 71290  
## <none> 561160915 71388  
##   
## Step: AIC=70745.61  
## price ~ ram + trend + speed + premium + screen + hd  
##   
## Df Sum of Sq RSS AIC  
## + ads 1 16662799 489596771 70538  
## + cd 1 14252137 492007433 70569  
## + multi 1 14091100 492168471 70571  
## <none> 506259571 70746  
##   
## Step: AIC=70538.14  
## price ~ ram + trend + speed + premium + screen + hd + ads  
##   
## Df Sum of Sq RSS AIC  
## + multi 1 12705685 476891087 70376  
## + cd 1 9477678 480119093 70418  
## <none> 489596771 70538  
##   
## Step: AIC=70375.56  
## price ~ ram + trend + speed + premium + screen + hd + ads + multi  
##   
## Df Sum of Sq RSS AIC  
## + cd 1 3107211 473783875 70337  
## <none> 476891087 70376  
##   
## Step: AIC=70336.65  
## price ~ ram + trend + speed + premium + screen + hd + ads + multi +   
## cd

summary(stepF)

##   
## Call:  
## lm(formula = price ~ ram + trend + speed + premium + screen +   
## hd + ads + multi + cd, data = c\_prices)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1093.77 -174.24 -11.49 146.49 2001.05   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 307.98798 60.35341 5.103 3.44e-07 \*\*\*  
## ram 48.25596 1.06608 45.265 < 2e-16 \*\*\*  
## trend -51.84958 0.62871 -82.470 < 2e-16 \*\*\*  
## speed 9.32028 0.18506 50.364 < 2e-16 \*\*\*  
## premium -509.22473 12.34225 -41.259 < 2e-16 \*\*\*  
## screen 123.08904 3.99950 30.776 < 2e-16 \*\*\*  
## hd 0.78178 0.02761 28.311 < 2e-16 \*\*\*  
## ads 0.65729 0.05132 12.809 < 2e-16 \*\*\*  
## multi 104.32382 11.41268 9.141 < 2e-16 \*\*\*  
## cd 60.91671 9.51559 6.402 1.65e-10 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 275.3 on 6249 degrees of freedom  
## Multiple R-squared: 0.7756, Adjusted R-squared: 0.7752   
## F-statistic: 2399 on 9 and 6249 DF, p-value: < 2.2e-16

# Selecting the best combination of the 4 Features / Attributes.

library(leaps) # all subsets regression

## Warning: package 'leaps' was built under R version 4.1.3

subsets<-regsubsets(price ~ speed + hd + ram + screen + cd + multi + premium + ads + trend, data=c\_prices, nbest=1,)  
sub.sum <- summary(subsets)  
as.data.frame(sub.sum$outmat)

## speed hd ram screen cd multi premium ads trend  
## 1 ( 1 ) \*   
## 2 ( 1 ) \* \*  
## 3 ( 1 ) \* \* \*  
## 4 ( 1 ) \* \* \* \*  
## 5 ( 1 ) \* \* \* \* \*  
## 6 ( 1 ) \* \* \* \* \* \*  
## 7 ( 1 ) \* \* \* \* \* \* \*  
## 8 ( 1 ) \* \* \* \* \* \* \* \*

# Modelling Dataset

rn\_train <- sample(nrow(c\_prices), floor(nrow(c\_prices)\*0.7))  
  
# Modelling with Only Top four Significant Features (Cloumn 4,10,2,8)  
train <- c\_prices[rn\_train,c("price","ram","trend","speed", "premium")]  
test <- c\_prices[-rn\_train,c("price","ram","trend","speed", "premium")]  
  
model\_ulm <- lm(price ~ ram + trend + speed + premium, data=train)   
prediction <- predict(model\_ulm, interval="prediction", newdata =test)  
  
errors <- prediction[,"fit"] - test$price  
hist(errors)

![](data:image/png;base64,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)

# Calculation of Root Mean Square Error & Percentage of cases that has less than 25% Error

rmse <- sqrt(sum((prediction[,"fit"] - test$price)^2)/nrow(test))  
rel\_change <- 1 - ((test$price - abs(errors)) / test$price)  
pred25 <- table(rel\_change<0.25)["TRUE"] / nrow(test)  
paste("RMSE:", round(rmse,2))

## [1] "RMSE: 324.21"

paste("PRED(25):", round(100\*pred25,2), "%")

## [1] "PRED(25): 90.89 %"

# Predicting the Price of a new Product

library(FNN)

## Warning: package 'FNN' was built under R version 4.1.3

dataset <- rbind(c\_prices, c(0,32,90,8,15,0,0,1,200,2))   
  
dataset.numeric <- as.data.frame(dataset)  
prediction <- knn.reg(dataset.numeric[1:nrow(c\_prices),-1],   
 test = dataset.numeric[nrow(c\_prices)+1,-1],  
 dataset.numeric[1:nrow(c\_prices),]$price, k = 7 , algorithm="kd\_tree")   
  
paste("New Computer Price: $", prediction$pred)

## [1] "New Computer Price: $ 1601"